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I.  OVERVIEW OF THE RESEARCH

Over the last years,  the use of cloud resources has not
only  increased  in  numbers  but  more  and  more  resource
demanding and business critical  applications such as High
Performance  Computing  (HPC)  simulations  or  Data
intensive computing (DIC),  complex scientific  work-flows
are moving from a traditional server infrastructures towards
on-demand  cloud  infrastructures.  These  applications  need
large amount of compute and storage resources and stimulate
heavy communication among the hosted Virtual  Machines
(VM) [1],[3]. Network resource is commonly defined by the
data  rate  of  a  communication  link  whereas  additional
information  such  as  latency  or  switch  topology  is  often
neglected.  In  order  to  ensure  scalability  of  resource-
demanding  applications  in  cloud  environment  and  an
efficient use of the resources with respect to energy and cost
inside a data centre and in the data centres connected by a
Wide Area Network (WAN), the following questions need to
be considered

1. How to allocate resources in the data centres?
2. What  is  the  effective  way  to  find  the  most

appropriate place for a VM?
3. How  to  implement  load-balancing  inside  a  data

centre and among the data centres in WAN?
To  answer  the  aforementioned  questions,  the  following
critical challenges need to be taken into account.

 How  to  model  the  communication  behaviour  of
VMs as well as applications?

 How  to  collect  sufficient  data  from  the  network
traffic  and  network  device  to  derive  accurate
models  for  making  fast  placement  and  migration
decisions?

 How to solve the 'black box' problem where the VM
is  unaware  of  the  physical  infrastructure  and  the
system  knows  only  about  hardware  but  nothing
about what is happening inside the VM?

II. STATE OF THE ART

In the past, different approaches have been considered to
deal with heavy network traffic load. For example, Diff-Serv
was applied to IP based networks and statistical multiplexing
has been used in Asynchronous Transmission Mode (ATM)
networks where during high traffic load, different levels of
priorities have been given to the data streams and bandwidth
of  a  certain  communication  channel  was  allocated  to  the

streams based on the priorities [6]. Now-a-days, data centres
are  adopting heterogeneous  physical  infrastructure  [3]  and
many promising virtualisation technologies such as Software
Defined  Networking  (SDN)  [2],  Network  Function
Virtualisation etc. in order to handle such increasing network
traffic  and  to  improve  the  performance  of  resource
demanding applications. SDN is a concept of separating the
data plane and control plane of the network devices such as
switch, router. 

In  recent  years,  network-aware  VM  placement  and
migration  schemes  have  been  investigated.  When  a  user
demands for  a  new VM of a  certain type associated with
number of cores, amount of memory and storage, the current
middleware solutions are focused on finding a server  with
sufficient memory and stay below a given core overbooking
factor. A system called 'Oktopus' has been described in [7]
which  deploys  virtual  networks  and  uses  an  allocation
algorithm for placing tenant's VMs in the physical machines.
The algorithm has two versions; cluster allocation algorithm
for  data-intensive  applications  and  oversubscribed  cluster
allocation  algorithm  for  applications  with  components.
However,  for predicting network performance in the cloud
data  centre,  they  considered  only  intra-cloud  network.  As
discussed in [4], the Peer VMs Aggregation (PVA) algorithm
determines  the  communication  pattern  of  the  VMs  and
places the mutual communicative VMs in the same server to
decrease the network traffic and increase the energy savings.
But they did not scrutinize the real-time transmission traffic
behaviour among the VMs and the dynamic change in the
network  traffic  load.  VM  migration  overhead  was  also
overlooked.  A two-tier  VM placement  algorithm has been
presented in [5] considering the traffic patterns and the data
centre  network  architecture.  But  their  approach  is  not
efficient  with  respect  to  server  and  network  resource
utilisation. Moreover, the performance constraints of virtual
switches  used  in  the data  centre  network  architecture  can
deteriorate the overall system performance [3]. 

     Considering the  shortcomings and lacking of existing
approaches  and  the  gap  between  communication  quality
needed  by  resource  demanding  applications,  my  PhD
research  is  targeting  to  implement  a  framework  for
intelligent  placement  and migration  decision of  VMs in a
distributed Cloud environment  such  as  Cloud data  Centre
and WAN using SDN technology with respect  to network
resource  consumption  and  energy  and  operating  cost
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optimisation. The placement and migration decisions will be
based  on  the  analysis  of  historical  communication  traffic
traces combined with real-time traffic of the VMs and also
the performance characteristics of the switch capabilities and
topology. The triggering point for VM migration will be the
overload  at  the  network  interfaces  and  network  resource
failure.  The  framework  targets  long-time  running
applications which are computation intensive and their traffic
behaviour  is  predictable  and  they  require  less  human
interaction in traffic generation. 

III. RESEARCH DESIGN AND WORK PLAN

A. Design

As discussed in [1], the placement and migration problem
of VMs is illustrated as a framework based on mathematical
optimisation  and  objective  function  minimisation.  The
proposed  framework  will  be  integrated  into  several
components;  e.g.  monitoring,  data  collector,  data  analyser
and executor.  Real-time network traffic from the VMs and
from  the  physical  host  will  be  captured  and  stored
periodically.  Current  data  will  be  used  for  making  VM
migration decision and historical data will be used for initial
VM placement decision. The traffic analyser will extract the
metrics value such as traffic  rate and throughput from the
trace  file  and  calculate  the  bandwidth  usage  of  the  VMs
which will be the input for the traffic model. The model will
be executed in the executor component. 

In order to allow decisions in real-time if an additional
VM is overbooking the available capacity, the model needs
to be very simple. The model assumes that the VM traffic
behaviour can be described  as a set  of discrete states,  for
example, no traffic, 250kbit/s, 1Mbit/s and it's probability for
changing the states is based on Markov model. The model
will be designed mainly in 2 phases. Initially, a VM overlay
model and later it will be enhanced to a virtual switch aware
traffic  model.  The  1st model  will  initially  calculate  the
average bandwidth usage of VMs inside a physical host. It
will then discretise different bandwidth demands into several
states and create a combined state model by overlaying the
individual  states  of  all  VMs.  It  will  further  calculate  a
probability  matrix  to  change  the  bandwidth  states  for  the
VMs using Markov model. From the probability, it will be
possible to predict the network load of VMs. The 2nd model
will predict the capabilities of a virtual switch by calculating
it's saturation bandwidth. Using all the predictions, the model
will  make  VM  placement  and  migration  decision.  The
framework will be further investigated in WAN distributed
settings  by  following  similar  approaches.  Due  to  limited
page constraints, the models have not been presented here.
Further information can be found in [3].

B. Work plan

As an initial step, the framework will be realised by using
simulation  tools  for  the  network  and  cloud  part  and
potentially  a  combination  of  both.  Starting  from  the  VM
overlay model simulation, a more elaborated switch model

will be created. The simulator with virtual switch properties
is considering the performance measurements  done in [3].
Similar traffic will be generated in the physical environment
with  different  types  of  virtual  software  switches  and
virtualised hardware switches. The probability and prediction
results from the VM overlay model, switch model and the
synthetic tests will be compared. The framework is open for
different optimisation modeling techniques. The model will
be further compared with existing algorithms with respect to
performance  matrices.  Finally  the  framework  will  be
deployed and evaluated in a physical data centre as well as
connected  data  centres  with  a  Wide  Area  Network.  The
selection  of  suitable  optimisation  techniques  and  existing
algorithms to validate the optimisation level of the proposed
algorithm  and  to  make  comparison  is  currently  under
investigation.  Sharing  ideas  on  this  issue  and  asking
feedbacks  from  the  audience  are  the  main  goals  of  this
proposal submission. 
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