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Big picture: understanding the datacenter

Observation: faced by an abundance of deployment choices

Network Routing Load
fabric protocol Balancing

Hierarchical (Three-tier) OSPF / IS-IS Round robin
Fat tree / Clos Equal-cost multi-path Topology-aware
Recursive (DCell) BGP Power-of-two choices

Emblematic operational questions:

« What are the most critical pieces of infrastructure?

« Which applications are responsible for global network traffic?
«  What will happen to link utilization if load doubles?

« ... orifl change load balancing strategy?



Approach: deep analytics on shadow infrastructure

Enterprise DC Strymon
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« The volume of datacenter logs is huge (multi-GB per second)
» Keeping archives is not a viable solution (evolution, privacy)
* Insight: can process logs online with modest cluster resources
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CROSS-LAYER PERF. ANALYSIS

Globality, traffic matrices, what-ifs

EXPLAINING OUTPUTS

"Why is this record in the output of my dataflow?”

GENERALIZING CRITICAL PATH

"Why is my distributed dataflow computation slow?”
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Grok the data center

Goal:
A flexible, reusable infrastructure for online,
cross-layer modeling and analysis of the
state of an enterprise data center

online: continuous process, results emitted in seconds (vs. minutes/hours)
cross-layer: reusable abstractions spanning a wide portion of the stack



Service and application view
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Network View
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A twist: Cross-layer view
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A twist: Cross-layer view
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Result: explanation of traffic globality

Detailed reasons for hops traversing the distribution layer

All messages }—-[ Traverse Layer-3 | [ Discrimination Criterion ]

NO (2%) YES (98%)

Local Traffic Global Traffic
Hop Type?

SB — ESB (22%)

Explanation of Globality

—_— Potential for Improvement

APP — ESB (35%) ESB — APP (43%)

Dest available?

Dest available?

YES (70%)

ESB Placement Same VLAN? ESB Placement

NO (2%

Dest available?

NO (50%) YES (50%)

Same VLAN?

YES (98%)

NO (1%) YES (99%)

Same VLAN?

NO (95%)

APP Placement

NO (100%)

YES (0%) YES (5%)

VLAN Config To-ESB VLAN Config To-ESB VLAN Config To-App
Load Balancing Load Balancing Load Balancing



Fork(): real-time what-if scenarios

configuration and _
topology changes metric stream
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Fork(): real-time what-if scenarios

configuration and _
topology changes metric stream

A el

workload trace

Approach Drawback

Simulators and emulators  Typically don't scale to data center
size, or accurately reflect performance

Live testbeds Prohibitively expensive, and
fundamentally a different data center

Formal verification Largely focused on properties at L2/L3



CROSS-LAYER PERF. ANALYSIS

Globality, traffic matrices, what-ifs

EXPLAINING OUTPUTS

"Why is this record in the output of my dataflow?”

GENERALIZING CRITICAL PATH

"Why is my distributed dataflow computation slow?”
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Problem: output explanation in modern analytics

INPUT OUTPUT




Problem: output explanation in modern analytics

THIS RECORD
LOOKS
V\/RONG'

{App | 15 | 344 115 344}

(VM | 233 | -22 233 | 122

{App | 100 | 55)

{VM 333 | 124} 23)
OUTPUT

INPUT
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Problem: output explanation in modern analytics
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Example: explaining outputs of word set difference

THE QUICK (THE, A) (THE, [A.B])
A BROWN FOX _,m_, (BROWN, A) BROWN. A
IRLEL \ (FOX, A
—>  (LAZY.B)
(THE, B) / (D0G,B)
g THELAZY DOG _)m_} LAZY.B)
(DOG, B)

(BROWN.A)

(FOX.A)

i — C— w

(DOG.B)
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Approach: iterative backward tracing

. . OpB
Original )
Op A Op C OUTPUT
dataflow: W P P




Approach: iterative backward tracing

OpB

Original m ’( sihesressdiin ’ >
Op A Op C OUTPUT
dataflow: P P

Explanation , , SUTRUT
dataflow: W Jo Jo )(_

Augment the original dataflow with a shadow dataflow




Explaining Outputs
concisely and correctly

Perhaps surprisingly:

1. It works for non-monotonic
computations!

2. It's about 150 lines.

3. Updates in real-time

[ S— Y
m m 4. Limited overhead

Experiments:
1. Graph connectivity (monotonic) over Twitter graph (1.5B edges; 42M nodes)

2. Stable matching (non-monotonic) over Livelournal (68M edges; 5M nodes)



CROSS-LAYER PERF. ANALYSIS

Globality, traffic matrices, what-ifs

EXPLAINING OUTPUTS

"Why is this record in the output of my dataflow?”

GENERALIZING CRITICAL PATH

"Why is my distributed dataflow computation slow?”
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Bottleneck detection is hard

client
'y « Many segregated processes
v ! and program activities
scheduler * The cause is usually not

-----------------

: : isolated but spans multiple
: distributed workers

APACHE

f

|< TensorFlow

G

Apache Flin

Sﬁ"a ’-‘"(\Z STORM"
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Program activity graph (PAG)

* Models happens-before relationships
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Program activity graph (PAG)

* Models happens-before relationships
« \ertices: events with timestamps
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Program activity graph (PAG)

* Models happens-before relationships

« Edges: duration of activities
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Program activity graph (PAG)

* Models happens-before relationships

- Wait edges: time spent in waiting for a message

OP/
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Critical path analysis

The critical path is the path of non-waiting activities in the
execution history of the program with the longest duration

OP/
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How can we compute the critical
path in long-running, dynamic
distributed applications, with
possibly unbounded input?

* There may be no “job end”
« The PAG is evolving while the job is running
 Stale profiling information is not useful



Transient critical paths

An adaptation of standard critical path on trace snapshots
« tumbling, sliding, or custom windows
« more than one transient critical path per snapshot
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Transient critical paths are widely
applicable

APACHE‘% APACHE | N
Spark’ Db &k )
| Tensor

"RDDs" "DataStreams” "Spouts and Bolts” “Tensors”

* data transformation

» data exchange
common set of

« control messages L
low-level primitives!

* data (de)-serialization
* buffer management



SUMMARY

PART II: Iterative Backward Tracing Part lll: Online Critical Path Analysis

reference application transient critical path computation

(X N ._v*_--- > _-------
Timely
m event logs
feedback

. online cmtpal path
adaptive scheduling ana|y5|s

m dynamic scaling l
— —— —
IN m OUT real-time job _: real-time
straggler mitigation performancet G_ performance
Mmanagemen E ll summaries
concise explanations transient critical paths
output reproduction guarantees real-time performance summaries
interactive response times continuous computations
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Online Reconstruction of Structural

Information from Datacenter Logs

Multiple
requests,
same
workflow

Request one uest one
Focus graph Flow graph

Single request, Multiple requests, .
single workflow different workflows Infeasible paths

in call graph
Infeasible path
/
[@"] soous
[ J600us
Request one Requests one+two
Gantt chart Calling context tree

Problem: complex, interwoven interactions User sessions, call graphs, transaction trees,
timing charts shed insight
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Approach: formulate sessionization as a Data parallel execution, gigabits per second,

Dataflow Operator millions of transactions in real time




